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Abstract-This paper deals with the clustering of daily wind speed time series based on two features, namelythe daily average 

wind speed and the corresponding degree of fluctuation. Daily values of the feature pairs are first classified by means of the 

fuzzy c-means unsupervised clustering algorithm and then results are used to train a supervised MLP neural network classifier. 

It is shown that associating to a true wind speed time series a time series of classes allows performing some useful statistics. 

Further, the problem of predicting the class of daily wind speed 1-step ahead is addressed by using both theHidden Markov 

Models (HMM) and theNon-linear Auto-Regressive (NAR) approaches. The performances of the considered class prediction 

models are finally assessed in terms of True Positive rate (TPR) and True Negative rate (TNR), also in comparison with the 

persistent model. 
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1. Introduction 

Wind speed is an important renewable energy source and 

a lot of effort has been devoted to study effective prediction 

techniques. Several kinds of non-linear approaches, mainly 

based on the use of artificial neural networks [1,4], fuzzy 

models [5], Bayesian models [6], Support Vector Machine 

[7], stochastic differential equations [8] have been widely 

considered. 

Recent reviews on techniques for wind speed time series 

forecasting can be found in [9,11]. 

Most of thesestudies demonstrate that forecasting wind 

speed time series with some accuracy is possible only for 

short time horizons, i.e. within a few hours. This means that 

prediction models at daily scale, based solely on the 

autocorrelation of the wind speed time series properties are 

doomed to fail. For this reason, the availability of alternative 

analysis and modeling techniques, such as those that refer to 

data mining and machine learning, may play a significant 

role. Indeed, to alleviate the problem of precisely predicting 

daily averages of wind speed time series, one might think to 

map them to a series of classes (clusters) and then try to 

predict the class.  

Time series clustering approaches can be organized into 

three major categories, depending upon whether they work 

directly with raw data, indirectly with features extracted from 

the raw data, or indirectly with models built from the raw 

data. Anearly survey about time series clustering approaches 

can be found in [12], while others most recent references are 

in [13,14]. 

In [15],it was suggested to classify wind speed time 

series according to their intensity and the Markov chain 

wasconsideredasmodelingapproach. 

The decision trees approach, based on “if-then” rules, 

which isa popular method used in machine learning for 

classification purposes, was proposed by [16] for very short-

term wind prediction.  

In related renewable energy source fields, such as solar 

radiation time series, classification of daily time series using 

a mixture of Dirichlet distribution was proposed by [17].  

Data mining techniques and clustering approaches to 

classify wind speed data in different cities of Turkey have 

been adopted by [18]. A newapproachtoveryshort-

termwindspeedpredictionusing k-

nearestneighborclassificationwasproposedby [19].Finally, 
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spectral clustering and optimised echo state networks for 

short term wind speed prediction was proposed by [20]. 

This paper aims to show that clustering techniques allow 

to perform some useful statistics at daily scale. To this 

purpose in Section 2 and 3 we show that wind speed daily 

patterns can be clustered based on two features, referred to as 

𝑤𝑠̅̅̅̅  and D respectively, representingthe daily average wind 

speed and the corresponding degree of fluctuation, 

respectively. In section 4, we present a statistical analysis of 

wind speed daily patterns, for an Italian meteorological 

station. In section 5, despite aware of the difficulties of 

performing one-day ahead prediction of wind speed, we try 

to predict the wind speed class by two different techniques, 

namely the HMM and the NAR approaches. In Section 6, 

performances of these models are objectively assessed in 

terms of two indices, the TRP (True Positive Rate) and the 

TNR (True Negative Rate), which are largely used in order 

to inter-compare time series of classes. Furthermore, in order 

to evaluate the interestof using sophisticated models such as 

the HMMs and the NARs, we have evaluated their 

performances against the simple persistent model, which is 

often used as a low-reference model. Finally, conclusions of 

the work are drawnin Section 7. 

The data set considered for the case study presented in 

this work was recorded every five minutes by a 

meteorological station, located at about 10 m from the 

ground in Como (Italy) and managed by the Politecnico di 

Milano (Como Campus), during years from 2011 to 2013. 

Como is a town located at about 200 m a.s.l., on the North 

rim of the Po Valley, close to pre-Alps. The general 

structureof the approach described in this paper were 

presented in [21]. 

2. Two Features of Wind Speed Time Series 

In order to classify wind speed daily patterns, in this 

paper we consider two features, namely the average daily 

value 𝑤𝑠̅̅̅̅ and the fractal dimension D, which are defined by 

equations(1) and (2), respectively. 

𝑤𝑠̅̅̅̅ (𝑡) =
1

𝑁
∑ 𝑤𝑠(𝑗, 𝑡)                                                             (1)

𝑁

𝑗=1

 

𝐷(𝑡) = − lim
𝜀 →0

𝑙𝑜𝑔 𝑛𝜀 

𝑙𝑜𝑔 𝜖
                                                                (2) 

In expression (1), N is the number of speed samples 

ws(j,t) collected at instant jofday t, while in expression (2), ε 

is a small square lattice with side ε and nε is the number of 

grids needed to cover the time series.The rationale for 

choosing these two features, among several others possible, 

is that 𝑤𝑠̅̅̅̅ (𝑡)can be related to the daily averageenergy that 

can be  obtained from wind, while D(t) can be related with 

the  degree of daily energy fluctuation. 

While the calculation of (1) is trivial, estimation of D for 

each day t is based on theassumptionthat the relation between 

nε and ε is a power law (3) 

𝑛𝜀  ∝  𝜀−𝐷                                                                                    (3)  

Thus,by taking the log of both members in expression (3), 

we have: 

log 𝑛𝜀 = log 𝐶 − 𝐷 ∙ log 𝜖                                                         (4) 

which represents a straight line in a log-log diagram, drawn 

in the plane nε versus ε. The angular coefficient of this line is 

D while C is a constant. In order to estimate D, it is then 

possible to approximate the curve log 𝑛𝜀versus log 𝜀 with a 

regression line by using the traditional least square approach. 

The two considered features, computed for the Como station 

during 2011, are shown in Fig. 1.  

 

Fig. 1.Features of wind speed daily patterns. 

As it can be immediately seen, these features exhibit a 

quite irregular behaviour.  In view of modelling these 

features by using NAR models (see section 5.2), it mightbe 

helpful to evaluate the autocorrelation of the series. 

However, since the autocorrelation is a linear feature of time 

series, which instead are usually generated by non-linear 

processes, in this paper the mutual information was 

considered. It isdefined as  

 

𝐼 = − ∑ 𝑝𝑖𝑗(𝜏) log
𝑝𝑖𝑗(𝜏)

𝑝𝑖𝑝𝑗
𝑖,𝑗                                                     (5) 

In this expression, for some partition of the time series 

range, pi is the probability to find a value in the i-th interval 

and pij is the joint probability that an observation falls in the 

i-thinterval and the observation at the following time step 

falls into the j-th interval.The mutual information of the 

individual 𝑤𝑠̅̅̅̅  and Dtime series is shown in Fig. 2.  
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Fig. 2.Mutual information of 𝑤𝑠̅̅̅̅  and D daily samples. 

As it is possible to see,the mutual information suddenly 

decays after just 1 lag, thus implying that one-day ahead 

prediction of theclass is extremely difficult by using auto-

regressive models.Therefore, clustering approaches can be 

useful to extract, atleast, some statistical information at daily 

scale. 

3. Wind Speed Time Series Clustering 

The classification approach described in this section 

consists of the following two steps: 

 Daily wind speed time series are mapped into pairs 

(𝑤𝑠̅̅̅̅ and D). 

 These pairs are then clustered into a pre-defined 

number of classes by using the fuzzy c-means (fcm) 

algorithm. 

The fcmalgorithm [22] assigns to a given set of patterns 
{𝑥𝑘|𝑘 = 1, ⋯ , 𝑛} a predefined number c of cluster centers, 

represented by a set of vectors V, {𝑣𝑖|𝑖 = 1, ⋯ , 𝑐}, by 

minimizing an objective function of the form  

𝐽𝑚(𝑈, 𝑉) = ∑ ∑(𝜇𝑖𝑘)𝑚‖𝑥𝑘 − 𝑣𝑖‖
2                              (6)

𝑛

𝑘=1

𝑐

𝑖=1

 

In expression (6),U = [µik] is the fuzzy partition matrix, µik∈ 

[0,1] ∀i,k, represents the degree atwhich the i-th pattern 

belongs to the k-th class, and 1 ≤ m ≤ ∞, m = 2 being the 

most popular choice for this parameter. Thus, the fcm 

clustering allows a given pattern to belong to different 

classes with different degrees of membership. However, as 

done in this paper, usually a pattern is assigned to the class 

with the highest degree of membership. As regards the 

choice of the number of classes, a parameter required to run 

the fcm algorithm, a classification into 3 classes was 

considered, based on results described in [21].  

An example of 3-class clustering of daily wind speed 

features, computed during 2011, is shown in Fig. 3. 

 

Fig. 3. Clustering the features computed during 2011 into 

3 classes; the circles represent the cluster centres. 

Fig. 3 shows that daily patterns are essentially distributed 

over the classes by increasing values 𝑤𝑠̅̅̅̅ . Nevertheless, there 

is a discrimination also in terms of D, since this feature has 

narrowing ranges going from class C1 to class C3.  

In order to have a rough assessment of the clustering, we 

computed the corresponding silhouette, as shown in Fig. 

4.The silhouette 𝑆(𝑖) is a measure, ranging from -1 to 1, of 

how well the i-th pattern lies within its cluster: S(i) close to 1 

means that the corresponding pattern is appropriately 

clustered; on the contrary, if S(i) is close to -1, then the i-th 

pattern would be more appropriately clustered in its 

neighbouring cluster; finally S(i) near zero means that the 

pattern is on the border of two natural clusters. 

 

Fig. 4.Silhouette of the clustering shown in Fig. 3. 

It is possible to seethat while patterns of classes C1 and 

C2 are fairly well clustered, there is a fraction of patterns 

assigned to the class C3, which is the less numerous, that 

would be better fitted in Class C2.Typical patterns of class 

C1, C2 and C3 are shown in Fig. 5. 
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Fig. 5.Typical wind speed daily patterns recorded at 

Como: class C1(upper), class C2 (middle), class C3 

(lower). 

A further aspect of the clustering performed at the Como 

station is that the coordinates of the cluster centers are almost 

time independent, except for a somehow stronger wind in 

2013. Indeed, the cluster centers computed yearly, from 2011 

to 2013, are shown in Fig. 6.  

 

Fig. 6. Wind speed daily patterns cluster centers at Como 

during 2011-2013; from left to right the centers of class C1, 

C2 and C3. 

The impact of this wind speed change will be evaluated in 

section 5.1. 

4. Some Applications of Clustering Wind Speed Daily 

Patterns 

Once classes have been attributed to daily wind speed 

time series, it is possible to perform some interesting 

statistics of the time seriesof classes. 

 

4.1. Estimating the persistence 

A useful statistic is theestimation ofthe persistence, 

defined as the number of episodes in a year in which a daily 

pattern persists in the same class for at least p consecutive 

days. An example of this kind of statistic is given in Fig. 7.  

The Figure shows that, during 2011, at the considered 

station, about 128 events lasted at least two days in class C1, 

57 at least 3 days, 36 of at least 4 and 22 at least 5 days. A 

similar behavior holds also for class C2. Instead, for class C3, 

i.e. the class characterizedby relative high daily average wind 

speed, persistence is very low: only 11 events lasted at least 

2 days and only 2 at least 3 days. 

4.2. Estimating the Class Weight 

Another interestingstatistic is to compute the class 

weight, i.e. the percentage of daily patterns in each class 

along one year. This statistic can be easily computed from 

the class permanence described above. Indeed, it is trivial to 

observe that indicating as ni(p) the number of patterns in a 

year that persist at least p days in class i and as nc the number 

of classes, it is possible to compute the weight Wi of each 

class as indicated in expression (7). 

  𝑊𝑖 =
𝑛𝑖(1)

∑ 𝑛𝑖(1)
𝑛𝑐
𝑖=1

100                                     (7) 

 

Fig. 7.Permanence in the same class at the considered 

station. 

Thus for instance, reading from Fig. 6 that n1(1) = 168, 

n2(1) = 164, n3(1) = 32, and applying expression (7) it is 

possible to obtain that the weight of the 3 considered classes 

is about 46%, 45%, 9%. 

5. Predicting the class 

In this section, the problem of predicting the class of 

daily wind speed time series one-day ahead, will be tackled 

by using two different approaches, namely the Hidden 

Markov Model (HMM) and the Non-linear Auto-Regressive 
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(NAR) models. For all trials described in this paper the 

overall data set, consisting of three years of data, two years 

were alternately considered for training the models, while the 

remaining year was used for testing (thus adopting the 

classical leave-one-out technique). 

5.1. Predicting the Class by using HMM 

HMM is a popular statistical tool for modeling a wide 

range of time series [23].In more detail, weobserve a 

sequence of emissions (outputs), but we do not know 

thesequence of states the model went through to generate 

theemissions. Thus, in general a HMM model is 

characterizedby two matrices, referred to as the transition 

matrix andthe emission matrices, respectively. 

The idea underlying the identification of ah-step-ahead 

prediction model by a HMM is that of associating the true 

time series of classes to the states of the Markov chain and 

the emissions with the true h-step ahead classes.  

Thus, in general, a HMM model is characterized by a 

transition matrix (T) and anemission matrix(E). However, 

these two matrices coincideswhen the prediction horizon h = 

1, i.e. oneday-ahead., 

As an example, in a 3-classes framework, the transition 

matrix, computed by using the 2011-12 training set is the 

following:  

𝑇 = (
0.7456 0.2251 0.0292
0.2455 0.6636 0.0909
0.1034 0.5862 0.3103

) 

The value of the generic i,j entry of this matrix represents 

the probability that a pattern belonging to the i-th class at 

time t transits to the j-th class at time t+1. Of  course, the 

sum of probabilities in each raw is equal to 1, while the 

values on the diagonal of this matrix represent the probability 

that a pattern in class 𝐶𝑖 , 𝑖 = 1,2,3, remains in the same class 

for the next day. Transition and Output matrices can be 

computed by using available algorithms, such as the 

hmmestimate function implemented in the Matlab® statistical 

toolbox. Nevertheless, it could be interesting to observe that 

the entries of the T matrix can be derived from the 

permanence analysis described in section 4.1. Finally, for the 

purpose of predicting the class, the output matrix must be 

transformed into the most probable state path by using one of 

the available algorithms, such as the popular Viterbi one 

[24]. 

The performances of a one-day ahead HMM class 

prediction model obtained by using the leave-one-out 

approach are reported in Fig. 8 in terms of patterns correctly 

predicted in each testing year.  

 

Fig. 8.  Percentage of patterns correctly predicted by the 

HMM model.  

Figure (8) shows that the percentage of patterns correctly 

predicted for the classes C1 and C2 is always better than 75%, 

while the model is usually not able to predict a significant 

percentage of patterns in class C3. Averaging over the whole 

data set, the percentage of patterns correctly predicted was 

77.5%, 75.7% and 77.3% for the testing years 2011, 2012 

and 2013, respectively, which is almost constant in time. We 

will further discuss these results in section 6, in comparison 

with the performances of the NAR and the persistent models, 

also in terms of True Positive Rate (TPR) and True Negative 

Rate (TNR). 

5.2. Predicting the Class by using NAR Models 

By using NAR models [25], the future values y(t+1)of a time 

series are predicted only from values till day t, as in (8) 

 𝑦(𝑡 + 1) = 𝑓(𝑦(𝑡), 𝑦(𝑡 − 1), ⋯ , 𝑦(𝑡 − 𝑛))          (8) 

where: 

 fis an appropriate non-linear function of its arguments 

𝑦(𝑡), ⋯ , 𝑦(𝑡 − 𝑛), usually referred to as regressors, 

 n is the maximum delay and defines the number of 

regressors. 

In order to estimate n, it may be helpful to evaluate the 

mutual information of the series to be predicted. Based on 

result shown in section 2, n = 4 was assumed, since the 

mutual information reaches its lowest value approximately 

after 4 lags. As tothe problem of estimating the nonlinear 

function f in expression (8), sigmoidal neural networks were 

considered for all trials shown in this paper. Predicting the 

time series of class by using NAR models thusconsists of the 

following two steps: 

1. identify NAR models for both the features 𝑤𝑠̅̅̅̅ (𝑡)  

and D(t), in order to compute the one-day ahead 

predicted pair (𝑤𝑠̅̅ ̅̂̅ (𝑡 + 1),𝐷̂(𝑡 + 1)) 



INTERNATIONAL JOURNAL of RENEWABLE ENERGY RESEARCH  
L. Fortunaet al., Vol.6, No.3, 2016 

1142 
 

2. associate a class to the predicted pair (𝑤𝑠̅̅ ̅̂̅ (𝑡 +
1),𝐷̂(𝑡 + 1)) . 

The two steps above, performed in sequence, make a 

one-day ahead NAR class prediction model. The available 

data set was divided again into a training and a testing set, in 

order to avoid polarization of the identified models.From a 

visual standpoint, the performances of two independent 1-

step ahead neural networks based NAR models, to predict 

𝑤𝑠̅̅̅̅ (𝑡) and D(t)values, respectively, are shown in Fig. 9 and 

Fig. 10, respectively.  

 

Fig. 9. 1-step ahead prediction of 𝑤𝑠̅̅̅̅ (𝑡)by using a NAR 

model 

 

Fig. 10. 1-step ahead prediction D(t) by using a NAR model 

As it is possible to see, these prediction models behave 

quite similarly to a persistent model, since the predicted time 

series exhibits peaks delayed of 1-step with respect to the 

true time series. Furthermore, the predicted peaks are lower 

than true ones. This means that the considered NAR models 

will not be able, in general, to predict patterns featured by 

high values of 𝑤𝑠̅̅̅̅ (𝑡) and D(t). However, it is to bear in mind 

that, in the considered application, the predicted pairs  𝑤𝑠̅̅̅̅ (𝑡)  

and D(t) are not the final target, since they are the input ofa 

MLP classifier, which is trained to associate a class to each 

predicted pair. Thus, in the final instance, the model 

evaluation must be performed by comparing the true and the 

predicted time series of class. The performances of such a 

model, computed by using the leave-one-outapproach, is 

shown in Fig. 11.  

 

Fig. 11.  Percentage of patterns correctly predicted by the 

NAR model.  

It is possible to see that the percentage of patterns correctly 

predicted is usually better than 80% for the class C2, while 

for the class C1 is in the rangefrom about 55% (year 2011) to 

about 66 % (years 2012 and 2013). Furthermore, this model 

was not able to correctly predict any pattern of the class C3. 

Averaging over the whole data set, the percentage of patterns 

correctly predicted was 65.2%, 70.2% and 68.2% for the 

testing years 2011, 2012 and 2013, respectively.  

5.3. Predicting the Class by using the Persistent Model 

The persistent model is a very simple model, characterized 

by expression (9), often considered in literature as a low-

reference model. 

𝑦̂(𝑡 + ℎ) = 𝑦(𝑡)                                                                           (9) 

In expression (9), y is the modeled variable, t the actual time 

and h the prediction horizon. In our application, this model 

was considered to obtain the one-day ahead prediction of the 

pair 𝑤𝑠̅̅̅̅ (𝑡)  andD(t) by simply setting: 

𝑤𝑠̅̅ ̅̂̅ (𝑡 + 1) = 𝑤𝑠̅̅̅̅ (𝑑𝑡),   

𝐷̂(𝑡 + 1) = 𝐷(𝑡)                                (10) 

The performances of the described one-day ahead 

persistent model, computed by the leave-one-out approach is 

shown in Fig.12. The percentage of patterns correctly 

predicted is usually better than 70% and 65 % for the class 

C1and C2, respectively. 
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Fig. 12. Percentage of patterns correctly predicted by the 

persistent model. 

Furthermore, the persistent model is able to correctly 

predict a limited percentage of patterns in class C3, thanks to 

the persistence effect discussed in section 4.1.  

Averaging on the whole data set, the percentage of 

events correctly predicted by the persistent model is 69.9%, 

68.0 % and 67.1% for the testing years 2011, 2012 and 2013, 

respectively, which is again quite constant in time.  

 

 

6. Model Comparison 

In order to inter-compare the predictive performances 

of the HMM, NAR and persistent models, we consider the 

two following statistical indices: 

 the True Positive Rate (TPR), expressed by (11) 

𝑇𝑃𝑅(𝑖) =
𝑇𝑃(𝑖)

𝑃(𝑖)
=

𝑇𝑃(𝑖)

𝑇𝑃(𝑖) + 𝐹𝑁(𝑖)
,

𝑖 = 1 ⋯ 𝑐                                              (11) 

whereTP(i) and FN(i) is the number of true positive and false 

positive, respectively, attributed by the model to the class Ci.  

The sum P(i)=𝑇𝑃(𝑖) + 𝐹𝑁(𝑖)is, of course, the total number 

of patterns attributed by the model to the class Ci. 

 the True Negative Rate (TNR), expressed by (12) 

𝑇𝑁𝑅(𝑖) =
𝑇𝑁(𝑖)

𝑁(𝑖)
=

𝑇𝑁(𝑖)

𝑇𝑁(𝑖)+𝐹𝑃(𝑖)
, 𝑖 = 1 ⋯ 𝑐                (12) 

whereTN(i) is the number of patterns which are correctly 

identified as not belonging to the class Ciand FP(i) is the 

number of false positives attributed by the model to the class 

Ci. The sum N(i)=TN(i)+FP(i) is the total number of patterns 

recognized by the model as not belonging to the class Ci. 

Clearly, a good predictor would be characterized by 

values of TPR and TNR both close to 1.  

Average results over the three testing yearsare reported 

in Fig. 13 and Fig. 14, in terms of TPR and TNR, 

respectively. 

Fig.13.TPR for a 3-class framework. 

They show that, limited to the prediction of the patterns 

belonging to the classes C1 and C2, the HMM model is the 

one that exhibits the best performance in terms of TPR and 

TNR. The main problem of all the considered approaches, is 

that they are not able to correctly predict a reasonable 

percentage of patterns belonging to the class C3. 

Fig. 14. TNR rates for a 3-class framework 

Indeed, the number of patterns belonging to the class C3 

during one year are, on average, only 25 out 365, and thus 

with low significance from the statistical point of view. On 

the other hand, results show that, for the HMM, the rate of 

correctly classified patterns, averaged over the rotating test 

set, is better than 0.80 and 0.72 for the class C1 and C2, 

respectively, which are the classes of greatest weight in the 

course of the year.  

It is also to be stressed that the HMM model exhibits a 

TNR which is better than 0.8 for all considered classes, 
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which means that it has a high specificity in recognizing the 

patterns not belonging to a given class. In summary, it can be 

said that HMM one-day ahead class prediction models may 

provide interesting insights to users, such as the managers of 

wind speed power plants. 

7. Conclusions 

In this paper, a strategy has been proposed to classify 

daily wind speed time series into three classes, based on two 

indices: the daily average speed𝑤𝑠̅̅̅̅ (𝑡)and the corresponding 

degree of fluctuation D(t). Results show that classes 

distribute primarily by increasing values of 𝑤𝑠̅̅̅̅ (𝑡), while D(t) 

helpstodiscriminateamongtheclasses. One of 

theachievements of thepaper is 

topointoutthatclusteringallowstoperformsomeusefulstatistics, 

such as thepersistence of patterns in a givenclass, which, 

duetothedifficulties of makingreliableone-

dayaheadpredictions of theaveragewindspeed, maygivesome 

useful surrogateinformation to managers of wind power 

plants.  

Different modelling approaches have been tested in this 

study topredictone-dayaheadtheclass of 

windspeed.Despitetheknowndifficulties of 

predictingrelativelyhigh (andhence, rare) 

windspeedclasses,thehiddenMarkovchain model turnedout a 

bit betterfromthestatisticalviewpoint, particularlyfor the 

classes C1 and C2, which are the most significant in terms of 

weights. None of the considered models isindeed able to 

predict an acceptable number of patterns belonging to the 

classC3. The main reason is that, according tothe analysis 

provided in Section 4, this class is characterized by a low 

number of patterns (about 9% in terms of weights) and the 

persistence is very low. Further research is thus needed to 

understand whether the complexity of the suggested 

approaches is paid for by their improved statistical 

performances. Clearly, this problem could be analysed only 

considering the specific costs and benefits of an actual wind 

plant and its role in an overall grid.  
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