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Abstract- This paper aims to propose and develop a research platform which can be utilized for rapid prototyping of control 

algorithms of power converters used in the field of renewable energy, such as the photovoltaic systems. This study investigates 

the use of the Field-Programmable Gate Array (FPGA) to control the DC/DC power converter and the voltage inverters used in 

solar photovoltaic pumping systems. The power circuit of the pumping system consists of a PV system, a DC/DC converter, a 

two-level voltage inverter and an induction motor. The control system is based on an MPPT control algorithm and a Direct 

Torque Control with a Space Vector Modulation (DTC-SVM) based on proportional-integral controllers. In order to perform 

the hardware in the loop, the power circuit is realized using the Simulink blocks and the control system is designed using the 

Xilinx System Generator (XSG) tool. The VHDL code and the bit stream file of the suggested control algorithms have been 

automatically generated using the XSG tool. The hardware co-simulation step is carried out in the laboratory utilizing an 

FPGA Virtex 5 ML 507 and the Matlab/Simulink environment. A comparative study between the classical DTC and the DTC-

SVM is presented. The FPGA-performance in terms of computation power is demonstrated. 

Keywords Photovoltaic, water pumping, DTC-SVM, MPPT, FPGA. 

 

1. Introduction 

Solar energy is widely used to feed the isolated regions 

and the deserted areas, which is essentially utilized for 

lighting, charging batteries, pumping, etc... The great 

advantage is that this source is exhaustible, offers a security 

in use and it is clean for the environment. Predominantly for 

these regions, the water presents the main factor in 

development, which can be used in irrigation and the 

individual needs. To access the water, the pumping systems 

connected to the electrical grid can be utilized, which 

requires an expensive investment due to the great distance 

between these regions and the town center. To solve this 

problem, the photovoltaic (PV) pumping systems can be used 

such as an economic and efficient solution [1]. This solution 

has been investigated and commercialized for the last few 

years, as an important idea to improve the robustness and 

reduce the cost [2].  

https://www.google.tn/url?sa=t&rct=j&q=&esrc=s&source=web&cd=2&cad=rja&uact=8&ved=0ahUKEwiVwtea5MfLAhWBYiYKHd4UAvUQFggfMAE&url=http%3A%2F%2Ftn.viadeo.com%2Ffr%2Ftrombinoscope%2Ftrombinoscope%2F%3FschoolId%3D0021vd0xpbsspky2&usg=AFQjCNGsKGFCDBvMsCqsEMEzVao8NW4XVA&bvm=bv.117218890,d.bGQ
mailto:abdellatif.mtibaa@enim.rnu.tn
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In the last years, the pumping systems have been based 

on DC motors to convert the electrical energy produced by 

the PV system to a mechanical energy to train the pumps. 

The DC motors are featured by their control simplicity and 

direct connection to the PV through a DC/DC converter. 

However, the main limitation of these motors is that the 

maintenance rate is very important because of the existence 

of a brushes’commutator system, which reduces the system 

yield. Recently, the Induction Motors (IMs) are frequently 

used in several industrial applications thanks to their low 

maintenance, low cost and simple control [3, 4]. In this paper 

an IM is utilized in the pumping system and controlled by the 

Direct Torque Control (DTC). The DTC is becoming a more 

used approach in the industrial applications thanks to its 

rapid dynamic response, its simple structure and its 

robustness under various motor parameters [5, 6]. 

Nevertheless, the classical DTC approach suffers from a high 

stator current distortion, torque ripples and a variation in the 

switching frequency. This reduces the pumping system 

performances and its lifespan.  The classical DTC limitation 

is caused by to the two hysteresis controllers used to control 

both the stator flux and the electromagnetic torque [7]. 

Several methods have been utilized to overcome the 

conventional DTC disadvantages, such as the use of a multi-

level inverter [8], but this method increases the cost of the 

inverter. Another method is based on the intelligent 

technique, like the neural networks and the fuzzy logic, but 

in this method the switching frequency remains variable and 

does not provide a good performance in terms of torque and 

flux ripples [9, 10]. In the DTC, with a constant switching 

frequency, the ripples can be enormously reduced. In this 

article, the Space Vector Modulation (SVM) is used to fix 

the switching frequency and improve the DTC performances. 

The DTC, based on the SVM, is referred to as the DTC-

SVM. To reach the peak power a DC/DC, converter must be 

used and installed between the PV Generator (PVG) and the 

load. The power adjustment is realized with the variation of 

the duty cycle of the DC/DC converter.  

Therefore, in order to get the maximum of power from 

the PV panel output, the duty cycle must be generated 

through the Maximum Power Point Tracking (MPPT) 

algorithms [11, 12]. Recently, several MPPT algorithms have 

been developed in the literature [13, 14], such as the 

Fractional Short Circuit Current [15], the Fractional Open 

Circuit Voltage [16, 17], the Perturb and Observe (P&O) 

[18–22], the Incremental Conductance (IC) [23-25, 26], the 

Hill Climbing (HC) algorithm [27], The MPPT based on the 

Fuzzy Logic Control (FLC) [28], the Artificial Neural 

Network (ANN) [29], the Genetic Algorithm (GA) [30], and 

the Particle Swarm Optimization (PSO) [31]. In Open Circuit 

Voltage, the operating point is close to the MPP when the PV 

voltage is about 76% of the open circuit voltage [32]. The 

Perturb and Observe (P&O) MPPT method operates with the 

voltage perturbation based on the actual and previous power 

values. In paper [33], a comparative study in terms of 

efficiency between some MPPT algorithms was presented. It 

was shown that P&O is the most common algorithm used in 

commercial converters [34]. The IC had a performance level 

close to the P&O, but in general the higher implementation 

cost compared to P&O would not be justified by an 

improvement in performance [33]. In [35], some MPPT 

techniques were investigated. It was found that the P&O and 

HC were featured by their simplicity in implementation. On 

the other hand, the IC has been slightly more complex 

relative to the P&O method. For this reason, the P&O 

method is chosen in this paper.  

The suggested approach is known as a complex control 

algorithm that requires digital devices with a high processing 

speed.  Conventionally, the digital controllers like the STM 

microcontrollers (STM32F3, STM32F4, STM32F1…) and 

the Digital Signal Processors (DSPs) are so much utilized to 

implement the control algorithm of the IM and the PV 

systems [36, 37]. Nevertheless, the main limitation of these 

digital controllers is the low computational power, owing to 

their sequential computations, which needs a high sampling 

period, thus creating a delay in applying the inverter 

switching states. This increases the commutation losses and 

then raises the stator current distortion [38]. To overcome 

these solution limitations, an alternative solution can be 

chosen, such as the FPGA, which is featured by a high 

computation power thanks to its parallel processing [10, 38, 

39].  

Configuring the FPGAs, a VHSIC Hardware Description 

Language (VHDL) is necessary, but programming the VHDL 

needs the knowledge of the VHDL instructions and an 

important development time. To face out this problem, the 

Xilinx System Generator (XSG) tool is offered for as a low 

cost solution to design, simulate and automatically generate 

the VHDL code with a rapid prototyping and without any 

knowledge of the Hardware Description Language (HDL) 

[40]. 

2. Theory  

The diagram of the pumping photovoltaic system is 

given by Fig. 1. The DC/DC converter is controlled through 

an MPPT algorithm. The IM is controlled by the DTC 

approach.  
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Fig. 1.  Pumping photovoltaic system diagram based on 

DTC 
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The system presented in Fig.1 is based on the classical 

DTC, which produces a torque and flux with high ripples and 

feeds the IM by a current with high distortions. To cope with 

the DTC limitations, a pumping photovoltaic system based 

on the DTC-SVM is proposed and represented in Fig. 2. 
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Fig. 2.  Pumping photovoltaic system diagram based on 

DTC-SVM 

2.1. Photovoltaic system 

The model of the PV cell based on a single diode is 

illustrated in Fig.3 and used in this study, thanks to its 

simplicity relative to other models based on double or three 

diodes [41-44]. The utilized model is shown in Fig. 3, which 

consists of four components: a current generator Iph, a diode, 

a parallel resistance Rsh and a serial resistance Rs [45]. The 

current obtained by one cell is very weak, which necessitates 

being associated in parallel with Np cells and in serial with 

Ns cells to increase the voltage and then raise the PV power. 

The Np and Ns cells form a PV module.   

 

Iph Rsh 

Rs 

Vpv 

Ipv 
+ 

- 

Id 

Diode 

Ish 

 

Fig. 3.  Model of PV cell based on single diode 

The output current Ipv is given by the following 

expression:  

pv ph d shI I I I                                                       (1) 

The current obtained by the PV module is given by 

equation (2): 

( )

0 ( 1)

pv s

s

V R I
q

pv sakTN

p ph p

sh

V R I
I N I N I e

R




         (2) 

with:  

I: the current in the load 

Vpv: the output voltage 

Iph: the generated current of the photo cell 

Rs: the serial resistance 

Rsh: the shunt resistance 

I0: the reverse saturation current of the diode 

a (1≤a≤ 1.5): ideal factor of the PV 

k= 1.38 10-23 J/K: constant of Boltzmann  

q= 1.6 10-19 C: Electron quantity.  

On the one hand, the physical behavior of the PV 

generator is depends on Rs, Rsh, Ipv and I0. On the other 

hand, the PV cell is sensitive to the weather variation, like 

the solar radiation and the temperature [44].   

2.2. DC/DC power converter model and MPPT algorithm 

The voltage regulator is presented by a boost converter, 

which is supplied by the power generated by the PV module, 

as shown in Fig. 4. This converter is based on a power 

transistor (IGBTs or MOSFETs) controlled by a pulse width 

modulation signal. The control algorithm is based on an 

MPPT controller [43, 45]. 
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Fig. 4.  Structure of DC-DC converter 

 The relationship between the voltages Udc and Vpv is 

given by the following equation [46]: 

1

1
dc pvU V





                                                          (3)                                                                                                              

where α is the duty cycle.  

In this paper the duty cycle is generated through the 

P&O method. Thanks to its simplicity, the P&O method is 

mostly used to research the MPPT because it is an iterative 

method and requires only the acquisition of (Vpv, Ipv).  It 

can track the maximum power point even during sudden 

changes’ irradiation and temperature. As its name suggests, 

the P&O method is based on the disruption of the Vpv 

voltage and the observation of this change impact on the 

power output of the photovoltaic panel. The principle of this 

method is illustrated in the following figure. [12, 47].  
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Fig. 5.  MPPT control algorithm diagram 

This controller consists in generating a perturbation so as 

to increase or decrease the duty cycle of the PWM and show 

its affect on Ppv [48].    

2.3. Conventional DTC principle  

The system of equations (4) describes the IM model in 

the Concordia reference: 

s
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                                          (4) 

with:  

-  
T

s s sv v v  : voltage vector components 

-  
T

s s s    : stator flux vector components 

-  
T

r r r    : rotor flux vector components. 

-  
T

s s si i i  : stator current vector components  

- ,R :s rR  stator and rotor resistances 

respectively.  

The mechanical behavior of the IM is described by the 

following equations: 

                                                                                           

 
3

2
s s s s

l

d
J T T fe

dt

T N i iem p     


   

 





                                 (5) 

where Tem is the electromagnetic torque, Tl is the load 

torque, and Np, f and J are the pairs-pole number, the viscous 

friction coefficient and the rotor inertia, respectively.  

The three-phase to two-phase transformation of the 

stator current is presented as follows:   

 

3

2

1

2

s sa

s sb sc

i i

i i i










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                                                   (6)                                                                                                 

To estimate the stator flux, the following relationship 

can be used:  

 

 

s s s s

s s s s

v R i dt

v R i dt
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  





  


 




                                          (7)                                                                                              

Utilizing the inverter switching states (Sa, Sb, Sc), the 

voltage vector components (
,s sv v  ) can be estimated as:    

2

3 2

2

3 3

b c
s a

b c
s

S S
v E S

S S
v E





  
  

  


 


                                     (8)                                                                                           

As depicted in Fig. 1, the basic DTC structure is based 

on two hysteresis controllers, which are used to control the 

stator flux and the electromagnetic torque.  The stator flux 

hysteresis controller is given in Fig.6. This controller 

presents the stator flux error as an input and a logical 

decision Kφ as an output.  
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s s      
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Fig. 6.  Two-level hysteresis controller of stator flux 

 The electromagnetic torque hysteresis controller is 

illustrated in Fig.6. This controller shows the electromagnetic 

error as an input and a logical decision KT as an output. 
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Fig. 7.  Three-level hysteresis controller of torque 
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 If 1 1K and KT   , a rise of the flux is required. 

 If 1 1K and KT     , a decrease in flux is needed. 

 If 0KT  , the torque remains constant.  

 ,H H    :is the hysteresis band of the stator flux. 

 ,H HT T
e e


 
  

: is the hysteresis band of the 

electromagnetic torque. 

The stator flux position is calculated using equation (9):   

s

s

s

arctg









 
  

 
                                                      (9)                                                                                                  

In the classical DTC, the (α, β) reference is subdivided 

into six sectors, Si(i=1...6), as indicated in Fig. 8. Opening up 

the sector is defined by an angle equal to 60° [49]. Each 

sector is divided by a voltage vector in two equal parts, as 

demonstrated in Fig.8.     

 

 
V2 (1 1 0) 

V1 (0 1 0) 

V1 (0 0 1) V1 (1 0 1) 

1 

3 

4 

6 
5 

2 
Sector 1 

V0 (0 0 0)/ V7 (1 1 1) 

V1 (1 0 0) V1 (0 1 1) 

α 

β 

 

Fig. 8.  Sectors and voltage vectors 

For each sampling, period the voltage vector is chosen 

according to two hysteresis controller decisions and to the 

number of the sector when the stator flux is located.  

Table 1. Switching table 

Kφ
 KC

 S1 S2 S3 S4 S5 S6 

 1 V2 V3 V4 V5 V6 V1 

1 0 V7 V0 V7 V0 V7 V0 

 -1 V6 V1 V2 V3 V4 V5 

 1 V3 V4 V5 V6 V1 V2 

0 0 V0 V7 V0 V7 V0 V7 

 -1 V5 V6 V1 V2 V3 V4 
For each sampling time, the selected voltage vector is 

calculated using the following equation: 

42
2 3 3( )
3

jj
V U S S e S eS Adc B C



  

                     (10)                                              

where (SA, SB, SC) and Udc are the switching states and 

the DC voltage of the inverter respectively. 

2.4. DTC-SVM-based PI controllers 

a- SVM Concept 

The SVM is a good technique that can be used to control 

the voltage inverter, with less harmonic and commutation 

losses [50]. Fig.9 describes the position of the generated 

voltage vectors for each sampling period. There are eight 

voltage vectors from V0 to V7. As presented in this figure, 

each voltage vector is generated through the inverter 

switching states.  
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Fig. 9.  Voltage vectors 

As shown in Fig. 8, the determination of the voltage 

vector consists in projecting this vector on the two nearest 

adjacent vectors, as indicated in sector 1. Equation (11) can 

be utilized to determine the sector number and the voltage 

vector position. 

arctan
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The commutation times of the inverters Ti and Ti+1 can 

be calculated using the components (Vsα, Vsβ) of the 

inverter. For example, for sector 1, the commutation times, 

the voltage vectors and the cyclic reports are expressed in 

system (12):   
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Figure 10 demonstrates the space sector in sector N1. 

The time duration of each nonzero vector is equally divided 

into two parts. The time duration of the zero vectors is 

equally distributed from V0 to V7, and thus the switching 

sequence of the space vector is V0, V1, V2, V7, V7, V2, V1, 

and V0 during the period modulation. 
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Fig. 10.   Sequences of inverter switching states in sector one 

(N1) 

The duties of the three phases of the inverter are 

expressed as follows:  
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Referring to expressions D1 and D2 presented in system 

(12), system (13) can be rewritten as given by system (14):   
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                 (14)                                                                                  

b- Concept of DTC-SVM-based PI controllers 

This control strategy ensures the decoupling between the 

stator flux vectors amplitude and its arguments. Indeed, the 

stator flux amplitude will be imposed. Nevertheless, the 

argument is calculated to obtain high performances like the 

reduction of the stator flux and the electromagnetic torque 

ripples. The structure of this control strategy is given by 

Fig.2. The difference between the conventional DTC and this 

control strategy is that the latter is based on the PI controllers 

and the SVM in order to fix the switching frequency, which 

consequently reduces the stator flux and the torque ripples as 

well as the harmonic waves of the stator current. The 

switching table (Takahashi.I) and the hysteresis regulators 

used in the conventional DTC are eliminated. The voltage 

vector is calculated utilizing a predictive controller. The 

predictive controller block’s inputs are the components of the 

stator flux’s reference, the component of the estimated stator 

flux vector and the components of the stator current.      

 Torque controller  

Referring to equation (15), the torque expression is 

based on the rotor flux vector, the stator flux vector and few 

motor parameters. 

2em p S r

s r

M
T N

L L M
 


                                  (15)                                                                                     

Equation (16) shows the relationship between the stator 

and rotor fluxes.   

r r
r s r

r s r

R M Rd
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                   (16)                                                                             

Based on the Laplace transformation, equation (16) 

becomes: 

   
1

s
r s
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L
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R R
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          (17)                                                                        

The expression of the stator flux in an exponential form 

is presented by equation (18).   

* *s sj j t

s s se e
                                              (18)                                                                                        

where s st   is the position of the stator flux vector.  

Based on the Laplace transformation, equation (18) 

becomes: 

  *1
s s

s

p
p j

 
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
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                                             (19)                                                                                                    

Using equations (17) and (19), after calculation and 

simplification, the rotor flux’s temporal expression can be as 

below:  
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              (20)                                                                       

with:  
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Replacing equations (18) and (20) in equation (15), the 

electromagnetic expression can be reduced and rewritten as 

[51]:  

2
2

*

2
1

t

em p s r

s r

M
T N e

L R
 

 
  

 

                         (22)                                                                             

Referring to equation (22), the dynamic behavior of the 

electromagnetic torque is sensitive to r when the reference 

of the stator flux is constant. Because of the linearity 

relationship between the electromagnetic torque and the 

stator flux, a PI controller can be used to control the 

electromagnetic torque that reduces the error between the 

estimated torque and the reference electromagnetic one. As 

presented in Fig.2, the PI torque controller provides the 

torque error as an input and the reference pulsation
*

r . The 

Laplace transformation of equation (22) is given by the 

transfer function represented by (23):  
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1
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    (23)                                                                          

The transfer function of the proposed controller is given 

by (24):  
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Fig. 11.   Electromagnetic torque control loop 

Referring to the poles’ compensation method and after 

mathematical development and simplification, the parameters 

of the PI controller are given by equation (25). 
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The components 
*

s  and 
*

s  of the reference are given by 

the following equation:  
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  (26)                                                                                                       

The components *

sV 
and 

*

sV   of the voltage vector are 

expressed below:  
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                                       (27)                                                                                        

Finally, the obtained components presented in (27) are 

used in the SVM block to determine the states  a b cS S S  of 

the inverter. 

3. Design of DTC approaches from XSG 

The XSG is a design and configuration tool of the Xilinx 

FPGAs, developed by Xilinx, and uses the Simulink of the 

Matlab environment [52]. The XSG design flow utilizing an 

FPGA is given as follows:  

 

 

 

 

 

 

 

 

 

 

 

 

 

Design from the XSG and simulation  

Generation of the VHDL code and 

synthesis  
 

 

Generation of the Bitstream file 
 

 

 

 

 

Virtex-5 FPGA- ML 507 

 

  Download 

 

Fig. 12.   XSG design flow 

The first step of the design flow is to design the MPPT 

control algorithm, the basic DTC and the DTC-SVM from 

the XSG and then to verify the functionality of the system by 

simulation. The architecture is composed of several blocks 

and subsystems. In this section some blocks are presented by 

the following figures. Referring to equation (6), the internal 

architecture of the Concordia transformation block of the 

stator current is represented in Fig. 13. 
  

 
                                                                           

Fig. 13.     Architecture of Concordia transformation of stator 

current from XSG 

Referring to equation (7), the architecture of the stator 

flux components is depicted in Fig. 14.  

 

Fig. 14.  Architecture of stator flux estimator from XSG 
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Referring to equation (8), the architecture of the 

Concordia transformation of the voltage vector is illustrated 

in Fig. 15.  

 

Fig. 15.    Design of Concordia voltage block from XSG 

Referring to Table 1, the internal architecture of 

switching table from the XSG is presented by in Fig. 16.   

 

Fig. 16.   Design of switching table from XSG 

4. Simulation results and hardware implementation 

4.1. Simulation results from XSG 

In order to show the effectiveness of the DTC-SVM based 

on PI controllers relative to the basic DTC, the systems 

indicated in Fig. 1 and Fig. 2 are designed from the XSG and 

verified by digital simulation. The IM parameters are given 

in the Appendix. The reference of the stator flux 

is 0.91wb
sref

  . In this step, the rotor reference speed is 

applied at t=0.12s, which is of 50 rd/s, then it increases to 

reach 100 rad/s and 150 rad/s  at t=0.8 s and t=1.5s, 

respectively. The solar irradiation value is equal to 1000 

W/m2. The temperature value is equal to 25 °C. The MPPT 

algorithm used in this paper is the P&O [43].The load torque 

applied by the pump is proportional to the square of the rotor 

speed [53], as demonstrated by the following equation: 

 2T k ml l
                                                                (28)                                                                                                             

The parameters of the of the boost converter are shown in 

Table 2. 

Table 2.  The Boost converter parameters used in simulation 

Parameters Values 

Output voltage 500 V 

Output capacitance 37 µF 

Inductance 21 mH 

Switching frequency 10 kHz 

Output voltage ripple (Δ𝑉𝑜) 5% 

Inductor current ripple (Δ𝐼𝐿) 10% 

 0 0.5 1 1.5 2
0

50

100

150

200

250

300

Time (s)

V
ol

ta
ge

 P
V

G
 (

V
)

0 0.5 1 1.5 2
0

1

2

3

4

5

Time (s)

C
ur

re
nt

 P
V

G
 (

A
)

 

  
0 1 2 3 4 5

x 10
-3

0

50

100

150

200

250

300

   
0 0.005 0.01 0.015 0.02 0.025 0.03

0

1

2

3

4

5

 
(a)                                (b) 

 

Fig. 17.   (a): Voltage and (b): current of PVG  
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Fig. 18.  (a): Output voltage of the boost converter and (b): 

Power of the PVG  
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Fig. 19.    Evolution of rotor speed: (a) Basic DTC,  (b) 
DTC-SVM 
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Fig. 20.    Evolution of stator Flux: (a) Basic DTC, (b) DTC-

SVM 
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Fig. 21.   Evolution of stator flux vector trajectory: (a) Basic 

DTC, (b) DTC-SVM 
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(a)                                            (b)  

Fig. 22.     Evolution of electromagnetic torque: (a) Basic 

DTC, (b) DTC-SVM 
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Fig. 23.   Evolution of stator current module: (a) Basic DTC, 

(b) DTC-SVM 

 Discussion of the obtained results:  

The evolution of the voltage Vpv and the current Ipv 

provided by the PV generator are illustrated in Fig. 17.  

Fig. 18(b) and Fig.18 (b) demonstrate the evolution of 

the output voltage of the chopper which is equal to 500 Vdc, 

and the PVG power, which is equal to 1500 w. 

As shown in Fig.19, the IM operates with different 

reference speeds. In both control approaches, the basic DTC 

and DTC-SVM-based PI controllers, the rotor speed has 

quickly reached its reference value thanks to the high 

dynamics of the DTC. Nevertheless, in the basic DTC, the 

rotor speed possesses some ripples which are negligible in 

the DTC-SVM-based PI controllers.   

Referring to Fig. 20 (a), Fig. 21 (a) and Fig. 22 (a), the 

stator flux and the electromagnetic torque possess high 

ripples due to the variation of the switching frequency in the 

basic DTC. These ripples are enormously reduced in the 

DTC-SVM thanks to the operation with a constant switching 

frequency, as shown in Fig. 20 (b), Fig. 21 (b) and Fig. 22 

(b).  

Referring to Fig. 23, the stator current distortion has 

been enormously reduced in the DTC-SVM      

The performances of the DTC-SVM with the PI 

controllers in terms of ripples and harmonic distortions are 

summarized in the following table.  

Table 3.  Basic DTC and DTC-SVM A comparative study 

 Basic 

DTC 

DTC-SVM based 

PI controllers 

 Max-

Min 

Max-Min 

Electromagnetic 

torque ripples (Nm) 

1.8 0.6 

Stator flux ripples 

(wb) 

0.045 0.009 

Stator current 

distortions (A) 

1.5 0.24 

4.2. Hardware co-simulation 

Hardware co-simulation using the XSG consists in 

integrating a design in an FPGA directly into a Simulink 

environment [54]. The Matlab/Simulink is utilized to design 

the power system that comprises the PV generator, the boost 

converter, the two-level inverter and the IM. The basic DTC, 

the DTC-SVM based PI controllers and the MPPT algorithm 

are realized through the XSG blockset. In the first step, the 

system was verified by digital simulation as presented in 

section 4 (4.1). In the second step the VHDL was been 

automatically generated and viewed by an RTL schematic 

and synthesized using the Xilinx ISE tool, as shown in 

Fig.24. Then, the control algorithm functionality was 

checked and it was ready for the hardware co-simulation. 

The hardware co-simulation step consists in: i) generating a 

JTAG bloc as given in Fig.25, ii) connecting the FPGA to PC 

computer through the JTAG cable, and then clicking on start 

simulation, hence the FPGA board exchanging the data with 

a full synchronization with the Simulink.  In this step, the 

FPGA receives the stator current and the rotor speed, and 

after that sends the inverter switching states to Simulink 

through the JTAG cable, as represented in Fig.26.  

 

Fig. 24.   RTL schematic of full control algorithm from 

Xilinx ISE 12.4 
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MPPT+ DTC-SVM based PI controllers 
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Fig. 25.    Generation of JTAG hardware co-simulation step 

 

Fig. 26.    Hardware co-simulation step for MPPT+DTC-

SVM-based PI controllers 

In the hardware co-simulation step, the induction motor 

response is presented by the following results, as given by 

Fig. 27 and Fig.28. The obtained co-simulation results are 

similar to those obtained by simulation.  In this step, the rotor 

reference speed is applied at t=0.1s, which is of 100 rd/s. 

Next, it increases at t=0.8 s to reach 150 rad/s. After that, it 

decreases at t=1.5 to reach 100 rad/s. The solar irradiation 

value is equal to 1000 W/m2. The temperature value is equal 

to 25 °C.   
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Fig. 27.    Evolution of : (a) Rotor speed, (b) electromagnetic 

torque 
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Fig. 28.    Evolution of : (a) stator flux, (b) stator current 

The consumed resources and the obtained timing FPGA 

performances of the designed DTC-SVM-based PI 

controllers and the MPPT algorithm hardware architecture 

are archived in Table 5. 

Table 4. FPGA timing performances of DTC-SVM-PI and 

MPPT algorithms 

Modules Computation time (µs) 

MPPT algorithm TMPPT =0.16 

Concordia Tcon= 0.06 

Stator Flux Estimator TSFE= 0.1 

Electromagnetic Torque 

Estimator 

TETE =0.06 

Torque PI controller TPI =0.12 

Calculation of the Stator 

Flux Reference 

TSFR =0.06 

Calculation of the 

Voltage Vector 

Components 

TVVC =0.12 

SVM TSVM =0.14 

Execution Time of 

DTC-SVM-PI+MPPT 

0.82 µs 

Total control time of 

DTC-SVM-PI+MPPT 

TADC+ 0.82 

Consumed resources  25% 

As shown in Table 5, the execution time of the full 

control algorithm is of (TADC1+ TADC2 +0.82) µs, where TADC1 

and TADC2 are the analog-to-digital conversion time of (Ipv, 

Vpv) and (Udc, isa, isb), respectively. Therefore, the high 

capability of the FPGAs allows obtaining a low execution 

time, which consequently reduces the stator current distortion 

and harmonic waves. The benefits of the low execution time 

are discussed in paper [39]. In the paper of [55], the 

execution time is of 50 µs using the digital device 

dSPACE1104. The FPGA offered a low execution time 

relative to the dSPACE, thanks to its parallel computation. 

To sum up, Fig.29, presents the timing diagram of the control 

architecture illustrated in Fig.25.  
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Fig. 29.   Timing Diagram for implementation on FPGA 

The total computation time TCP is given by the following 

equation: 

0.82CP SFE ETE PI SFR VVC SVMT T T T T T T s               (29)                       
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To determine the total execution time, the analog-to-

digital conversion time must be added, as indicated in the 

following equation: 

1 2ex ADC ADC CPT T T T                                      (30)                                                                                          

Referring to equation (30), the execution time depends 

firstly on TCP which is very low, thanks to the parallel 

processing of the FPGA. It depends also on the analogue-to-

digital conversion times TADC1 and TADC2. In order to get 

a control with a low execution time, it is important to choose 

an analogue converter with a low conversion time. Using an 

FPGA Virtex 5, we utilized a few resources, compared to the 

available potential. In the industrialization step, it is possible 

to choose an FPGA with fewer resources, thus having a 

lower cost. 

The main differences between the MPPT algorithms are 

especially limited in the simplicity of the design, the 

convergence speed, the analog or digital implementation and 

the number of sensors, the PV array dependence, and the 

costs of the hardware. Thus, the good choice of the MPPT 

algorithm is too important for the user, because it increases 

the PV system efficiency, which consequently reduces the 

PV system costs by decreasing  the number solar panels 

needed to get the desired power. A comparative study in 

terms of convergence speed, implementation complexity, 

sensor requirement and PV array dependence between some 

MPPT algorithms is archived in Table 6.   

Table 5.  A Comparative study between different MPPT algorithms 

MPPT technique 
PV array 

dependence 

Analog/ 

digital 

Convergence 

speed 

Implementation 

complexity 
Sensor 

1 P&O [56-59] No Both Vary Low V and I 

2 
Incremental 

conductance [57, 58, 

60-62] 

No Digital Vary Medium V and I 

3 
Fractional Voc [58, 

59, 29] 
Yes Both Medium Low V  

4 
Fractional Isc [58, 

59, 29] 
Yes Both Medium Medium V  

5 
Fuzzy logic control 

[63- 65, 28] 
Yes Digital Fast High Varies 

6 
Neural network [58, 

63] 
Yes Digital Fast High Varies 

7 
genetic algorithms 

[30] 
Yes Digital Fast Moderate V and I 

 

8 

Artificial neural 

network (ANN) 

based P&O MPPT 

[58, 66] 

No Both High Medium V and I 

9 
Modified IC 

algorithm [67] 
No Digital Medium High V and I 

10 PSO [68] No Digital High Moderate V and I 

 

Referring to Table 6, the P&O method is less effective in 

terms of speed convergence relative to the FLC, the ANN, 

and the Modified IC algorithm. However in return, it is 

featured by its simplicity of implementation using the analog 

or the digital circuits, it is independent of the PV array 

characteristics, and does not require the measurement of the 

cell temperature and the solar intensity. These points favor its 

utilization in several applications [23, 33]. The IC has been 

developed to overcome the P&O limitation [69]. It is known 

as the best algorithm which is based on the disturbance and 

observation principle. The IC is featured by a fast dynamic 

response under rapid variations of the solar irradiances, but 

in return it is complex in implementation due to the 

calculation of derivatives [23]. A comparative between the 

P&O and IC algorithms, in terms of efficiency, is presented 

and discussed in paper [22] and shown in Table 7.   

Table 6. Comparison in terms of efficiency between the P&O 

and IC techniques [22] 

MPPT Technique Average efficiency : 

Pout/Pmax 

P&O 97.58 % 

IC 98.53 % 

In paper [70], the average efficiencies of the IC and the 

HC algorithms were equal to 96.46% and 96.40 %, 

respectively. The genetic algorithm is featured by a good 

rapidity and accuracy, but the main limitation of this 

algorithm is that it is based on the panel model parameters 

that are not exactly equal to real panel parameters [30]. The 

PSO offers a good performance in terms of speed 

convergence, but it is more complex relative to the IC [68]. 
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5. Conclusion 

The target of this paper is firstly to develop DTC-SVM-

based PI controllers and an MPPT control algorithm, as two 

control approaches of a pumping photovoltaic system. A 

comparative study between the classical DTC and the DTC-

SVM has been carried out. Furthermore, a comparison 

between some MPPT algorithms has been discussed. The 

digital simulation from the XSG has shown that the DTC-

SVM offers the best results in terms of torque ripples, flux 

ripples and stator current distortion. Secondly, the design of 

the suggested approaches has been verified by simulation 

from the XSG, and then the VHDL code has been generated, 

which can be used to generate the bitstream file and 

configure the FPGA. Before proceeding to a real system, the 

control algorithm bas been also verified, utilizing the FPGA 

board in the co-simulation step. Finally, a comparative study 

between the FPGA and the dSPACE has been performed. 

This study shows the FPGA performances in terms of 

execution time which is very weak relative to the dSPACE, 

consequently reducing the commutation losses of the 

inverter.   

Appendix 

Induction machine parameters 

Number of pairs of 

poles= 2 

Rated frequency =50 Hz 

Rated voltage = 220/380 

V 

Stator resistance = 5,717 

Ω 

Rotor resistance=  4,282 

Ω 

Stator inductance =464mH 

Rotor inductance =464mH 

Mutual inductance =441,7mH 

Moment of inertia =0.0049 

kg.m² 

Viscous friction coefficient 

=0.0029kg.m²/s 
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