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Abstract- Many state variables are resulted from a high gain power converter due to the presence of many passive components 

to describe the dynamic system. This results in complex higher order differential equations. To achieve the objective of designing 

the controller for the power converter with reduced time and in ease, the necessity of order reduction of the system. This paper 

presents the pole clustering technique for high gain converter to obtain a reduced order for the polynomial of the model, in terms 

of simple mathematical calculation. The characteristics of the higher order system are presented and it remains the same obtained 

from the reduced order system. Before carrying out the reduced order model, it is necessary to derive the transfer function of the 

converter. The derivation of small signal open loop model of suggested high gain power converter is carried out by applying 

switching flow graph with Mason’s gain formula. MATLAB simulation results are also presented to aid the sustainability of 

investigation. Finally, the experimental results of the selected high gain converter are presented for validation.   
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Nomenclature 

HGSIC - High gain switched inductor-capacitor 

PEM - Proton Exchange Membrane 

VFC - Fuel cell voltage 

ηact - Activation overpotential 

ηohm - Ohmic overpotential 

ηcon - Concentration overpotential. 

SFG - Signal flow graph 

K - Number of poles 

CX - Cluster centre 

𝜓𝑗 - Improved cluster centre 

NR(s) - Numerator polynomial 

DR(s) - Denominator polynomial 

1. Introduction 

Fuel cell is booming very rapidly in all fields especially 

in electric vehicle application. It is a device which produce 

electricity through electrochemical reaction and it unceasingly 

produces the energy as long as hydrogen is provided. Fig 1 

present the structure of fuel cell with the layers of Proton 

Exchange Membrane (PEM) fuel cell. In this electrochemical 

conversion device, the by products are water and heat. It uses 

oxygen and hydrogen to yield electricity. Since it uses only 

pure hydrogen fuel as the input, it is a clean and carbon-free 

device. The efficiency of the system can be further improved 

by combining the device with other power system to utilizes 

the fuel cell’s waste heat for further process. The dynamic 

model of fuel cell stack is obtained by a mathematical 

approach. The fuel cell voltage in steady-state condition is 

presented as 

VFC= Vrev - ηact - ηohm - ηcon  (1) 

Where ηact is activation overpotential, ηohm is ohmic 

overpotential and ηcon is concentration overpotential. 

Simultaneously, the steady-state fuel cell characteristics is 

presented in Fig 1 where the reversible voltage (Vrev) is 

combined with the overpotentials. The dynamics of the fuel 

cell can be studied with the dynamic equivalent circuit model 

and it is presented in Fig 1. The dynamic of the fuel cell can 

be modelled as the capacitor which represents the charge 

double layer and a combination of series (Rs) and parallel (Rp) 

resistor. 

The representation of higher order system poses a 

difficulty in design of control system for control of a physical 

system control. Owing to cost effective implementation of 

higher order systems, it is desirable to replace the same with 

reduced order one while the properties of actual higher order 

system being maintained qualitatively. Analysing DC-DC 

converter by exploring its transfer function is one of the easiest 

ways. For this analysis, a mathematical model of the converter 

has to be obtained. Linearization and averaging are important 

methods to model and explore a converter to investigate its 

frequency response.  
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Literature provides several techniques of order reduction, 

satisfying the advantage of simplified model stability and 

retention of original system basic physical properties [1]-[4]. 

Composite order reduction techniques with numerator 

polynomial order reduced by Pade approximation, continued 

fraction expression, Chebyshev polynomial series and cuckoo 

optimization and denominator order reduced by Routh 

Hurwitz, pole clustering genetic algorithm technique and is 

presented in [5]-[10].  The numerical examples provided 

validate the techniques proposed. One of the prominent errors 

in analysis of converter is integral square error (ISE). The 

response of the higher and lower order systems is compared 

and proved for minimal ISE which is taken as the function of 

objective. The sensitivity of the Pade approximation is shown 

to be reduced with a suitable combination of Pade technique 

and Fourier transformation. It is shown to be improved in [11]-

[13]. Without introducing complexity in addition, Pade 

approximation is compared to be better with that of x-

parameter model for a model based on frequency domain [14]. 

An exponential function expression obtained thorough 

restrictive Pade approximation and also discussion on some of 

its algebraic properties is presented in [15]. 

 

Fig. 1. Basics of fuel cell 

 A dynamic system control be analysed using Model 

Reduction Approximation and found to preserve original 

transfer function characteristics. A comparison between the 

new approximation method and other order reduction method 

are presented with appreciable remarks [16]. H2 norm 

principle is shown to be an approximation satisfactory with 

respect to stable linear discrete time systems. The results are 

presented for validity illustration of the method pro-posed 

[17]. A novel Pade approximation is presented with deeper 

analysis of the method along with the pole placement concept 

[18]. An eight-order system is reduced using mixed Pade 

approximation and a modified pole clustering technique is 

given in [19] and shown to have efficient stability when 

compared with other mixed approximation techniques.  

Reduction of H∞ model is given in [20] along with the 

implementation of cone complementary algorithm of 

linearization.  

Another Pade type system order reduction approximation 

is presented in [21] and correctness of system is illustrated. 

Apart from algebraic loops a new loop reversal rule is 

proposed in [22] to signal flow manipulation which is still 

missing out in textbooks. Luo converter is investigated using 

Manson’s gain formula and signal flow graph, frequency 

response and sustainability of the converter is investigated 

using MATLAB simulation shown [23]. Derivations of any 

order can exactly be calculated using signal flow graphs. The 

complexity of the calculations is shown to be highly reduced 

in the approach presented [24]. The coefficients of numerator 

and denominator orders are reduced to the desired order. 

Harmonic linearization method complemented by the signal 

flow graphs is presented in [25]. Complicated phase locked 

loops are modelled using signal flow graphs and results for the 

two number of single-phase locked loops are presented. For 

complex system diagnosis, a new multi-signal modelling is 

proposed with step-by-step procedure and validated with case 

study [26].  

 For a DC-DC structure with single inductor triple output, 

a unified signal flow graph (SFG) is developed and by 

comparing SFG model and hardware results, the modelling 

errors are observed and presented [27]. An adaptive voltage 

regulation of a dual input boost converter is designed for load 

of unknown values. The reference inductor currents are 

computed in terms of load conductance. Using FPGA, the 

controls are implemented and presented [28]. Negative feed-

back employed switching supplies are over viewed using SFG 

for a DC-DC converter in both discontinuous and continuous 

mode of operation and its analysis is presented in detail [29]. 

An approach based on transform matrix the SFG loop gain is 

analysed and given in [30]. A key to the transfer function of 

the topology is derived by reduced redundant power 

processing technique and signal flow modelling is given. This 

method is observed to be an easier method for transfer 

function derivation of a converter and is given in [31]. 

In this paper, attention is focused on system specifications 

with minimal ISE. With the objective of same steady state 

parameters of original and reduced order systems, the steady-

state error, rise time, peak time and settling time are analysed 

and the results are presented. Hence a composite method of 

order reduction, with coefficient matching technique for 

numerator polynomial and modified pole clustering technique 

for denominator polynomial is applied for the high gain 

converter transfer function. The major contributions of this 

research are 

• To steady the dynamic analysis of High gain 

switched inductor-capacitor (HGSIC) converter. 

• To provide an analytical approach to obtain the 

transfer function of high gain boost converter by 

application of signal flow graph method and Mason’s 

gain formula.  

• To reduce the order of the converter to ease the 

design of controller for this topology. 

• To validate the operation of the topology with 

experimental study.  

This paper is organized as follows: section 2 is dedicated 

to explain the role of fuel cell in future transportation system 

and the significance of power converter. The methodology 

incorporated for this study is briefed in section 3. Section 4 

exclusively devoted for switching flow graph modelling. 

Higher dimensional converter is analysed with reduced-order 

modelling and the illustration is presented in section 5. Section 

6 presents the voltage gain and efficiency analysis. Section 7 

is devoted to the discussion on experimental study. Finally, 

the topology’s performance is concluded in section 8.  
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2. Application of Fuel Cell 

All In the past few years, many kinds of research have been 

done and with all the results obtained, observed that fuel cell 

has the potential to become an ultimate power source in 

upcoming years.  Fuel cells can be used for portable, backup, 

transportation, and stationary power applications. Fig 2 

depicts the several applications of fuel cells, and it is noticed 

that the fuel cell is slowly intervening in future power 

engineering.  

 

Fig. 2. Various application of fuel cell 

Compared to an IC Engine vehicle, a fuel cell vehicle is more 

efficient and eco-friendlier. Due to the fuel cell's high storage 

capacity, a large range of automobiles can be operated. 

Generally, a vehicle that is powered by a fuel cell needs a DC-

DC converter. It is done to connect the HV bus powered by a 

fuel cell with the lower voltage bus with the auxiliary loads. 

With the use of fuel cells, we need a storage device to store 

energy obtained by regenerative braking, as this is out of the 

fuel cell's capacity. It gives an advantage rather than charging 

from the control method because, in the control method, we 

can charge only when it falls below 50 %. Hence it reduces 

the efficiency and performance of the fuel cell vehicle when 

compared to regenerative braking. To avoid overstressing, 

mechanical braking can be used in the vehicle. 

 

Fig. 3. Commercially marketed fuel cell vehicle 

Though there is an alternative way, a vehicle battery attached 

to the dc-dc converter can be used for this purpose. Apart from 

this, an ultracapacitor can be used for storing power. In this 

paper, different dc-dc converters topologies are used to 

generate the output and compare them with the other one. As 

high gain converter technology is used, the HV bus can be 

boosted up to 300 V by drawing it from the vehicle's battery. 

As we know that a vehicle does not move at a uniform speed, 

it has braking and acceleration requirements to regulate its 

speed. So, there is a need to change the load quickly for better 

transmission. The commercially marketed fuel cell powered 

cars in the market from 2001-2020 is depicted in the Fig 3.  

It is observed in the literature, the hydrogen fuel is more 

efficient and four times more expensive compared to gasoline 

and diesel. Hydrogen refilling stations for fuel cell powered 

vehicle is available world-wide whereas the number of these 

stations are very less compared to gasoline filling station. In 

India, this hydrogen powered fuel cell is still in research and 

development stage. Fuel cell application require unidirectional 

power converter with high gain because the fuel cell provides 

low voltage. The High gain switched inductor-capacitor 

converter is more suitable for this application and it can 

retrofit to the power converter available in the conventional 

vehicle. 

3. Methodology 

In this article, a high gain dc-dc converter is proposed with 

dynamic study for fuel-cell application. Fig 4 (a) presents the 

methodology followed to reduce the order of the converter. 

This is carried out by modelling the converter with switching 

flow graph. The topology considered for this dynamic analysis 

is presented in Fig 4 (b). Switched-inductor/capacitor 

integrated boost converter is selected due to the presence of 

higher number of passive components. 

 
(a) 
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Fig. 4. (a) Methodology (b) High gain switched inductor-

capacitor (HGSIC) converter circuit 

4. Signal flow graph modelling 

Modelling of the proposed dc-dc converter is obtained through 

the signal flow graph approach. The switching devices are 

assumed ideal and ESR values are neglected.  The Signal flow 

graph of the proposed converter with the perturbated state 

variables as capacitor voltage and inductor current is 

presented. The small and large-signal parameters of the 

proposed converter is modelled and based on the loop analysis 

the transfer function is derived. Moreover, small signal 

dynamic behaviour of the converter is presented for input 

voltage and duty cycle.  
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Fig. 5.  (a) Signal flow graph (SFG) of proposed converter  

(b)-(f) SFGs for determining input to output transfer function  

marketed fuel cell vehicle 
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Fig. 6. (a)-(g) SFGs for determining duty cycle to output 

transfer function 

Fig 5 is utilized to determine the transfer function given below 

with the help of Mason’s gain formula. By simplifying and 

rearranging, the input to output transfer function is obtained as 

V0(s)

Vg(s)
=

(1−D)(1+2D)D′

6LL0CC0

S46LL0CC0R0+S36LL0C+S2[D′2L0C0R0+(1+D)23LC0R0+6LCR0]+S[D′2L0+(1+D)26L]+R0D′2

6LL0CC0R0

         (1)                                                      

Fig 6 is drawn to determine the duty cycle to output transfer function. Table 1 and 2 present the forward path gain 

for determining the transfer function of input to output and duty cycle to output respectively.  

Table 1. Appearance properties of accepted manuscripts 

 

 

 

 

 

 

 

 

 

 

 

 

Table 2. Forward path gain for determining duty cycle to output transfer function 

S.No. Variables Forward Path Nodes Forward Path Gain 

1 P1 �̃� → 𝑠𝑖𝐿1̃ → 𝑖𝐿1̃ → 𝑠𝑣�̃� → 𝑣�̃� → 𝑠𝑖𝐿0̃ → 𝑖𝐿0̃ → 𝑠𝑣𝐶0̃

→ 𝑣𝐶0̃ 00
46

]1]1][2[

CCLLs

DDVV cg +−+−  

2 P2 �̃� → 𝑠𝑣�̃� → 𝑣�̃� → 𝑠𝑖𝐿0̃ → 𝑖𝐿0̃ → 𝑠𝑣𝐶0̃ → 𝑣𝐶0̃ 

00
46

]1]1][[

CCLLs

DDVI cL +−+−  

3 P3 �̃� → 𝑠𝑖𝐿0̃ → 𝑖𝐿0̃ → 𝑠𝑣𝐶0̃ → 𝑣𝐶0̃ 

00
2 CLs

Vc  

4 Δ1 

Applied to loops not touching the respective forward 

paths mentioned above 

Δ1= Δ2=1 

5 Δ3 

LCs

D
2

2

6

]1[
1

−
+  

6 C1 𝑠𝑖𝐿1̃ → 𝑖𝐿1̃ → 𝑠𝑣�̃� → 𝑣�̃� → 𝑠𝑖𝐿1̃ 

LCs

D
2

2

6

]1[ −−  

7 C2 𝑠𝑖𝐿0̃ → 𝑖𝐿0 ̃ → 𝑠𝑣𝐶0̃ → 𝑣𝐶0̃  → 𝑠𝑖𝐿0̃ 

CLs

D

0
2

2

2

]1[ +−  

S.No. Variables Forward Path Nodes Forward Path Gain 

1 P 𝑣�̃� → 𝑠𝑖𝐿1̃ → 𝑖𝐿1̃ → 𝑠𝑣�̃� → 𝑣�̃� → 𝑠𝑖𝐿0̃

→ 𝑖𝐿0̃ → 𝑠𝑣𝐶0̃ → 𝑣𝐶0̃ 00
46

]21][1]1[

CCLLs

DDD ++−  

2 C1 𝑠𝑖𝐿1̃ → 𝑖𝐿1̃ → 𝑠𝑣�̃� → 𝑣�̃� → 𝑠𝑖𝐿1̃ 

LCs

D
2

2

6

]1[ −−  

3 C2 𝑠𝑖𝐿0̃ → 𝑖𝐿0 ̃ → 𝑠𝑣𝐶0̃ → 𝑣𝐶0̃  → 𝑠𝑖𝐿0̃ 

CLs

D

0
2

2

2

]1[ +−  

4 C3
 𝑠𝑖𝐿21̃ → 𝑖𝐿21 ̃ → 𝑠𝑣𝐶1̃ → 𝑣𝐶1̃ → 𝑠𝑖𝐿21̃ 

00
2

1

CLs

−  

5 C4 𝑠𝑣𝐶0̃ → 𝑣𝐶0̃ → 𝑠𝑣𝐶0̃ 
00

1

CsR

−  

6 C1 C3 

Non-touching loop pair gain 

00
4

2

6

]1[

CCLLs

D−  

7 C1 C4 

00
3

2

6

]1[

CCLRs

D−  

8 C2 C4 

000
3

2

2

]1[

CCRLs

D+  



INTERNATIONAL JOURNAL of RENEWABLE ENERGY RESEARCH  
D. N. Jayachandran et al., Vol.12, No.1, March, 2022 

223 
 

8 C3
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00
3

2

6
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12 C2 C4 
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 Fig 6 is utilized to determine the transfer function given below with the help of Mason’s gain formula. By simplifying 

and rearranging, the duty cycle to output transfer function is obtained as 

 

V0(s)

𝑑(s)
=

(2Vg+Vc)(1 − D)D′ + 𝑉𝑐(D′2 + 6S2L2) − 3S2𝐿(IL + I0(1 + D))

6LL0CC0

S46LL0CC0R0 + S36LL0C + S2[D′2L0C0R0 + (1 + D)23LC0R0 + 6LCR0] + S[D′2L0 + (1 + D)26L] + R0D′2

6LL0CC0R0

(2)

                                                                                                     

(1) and (2) show the transfer function for the full order system 

determined using Mason’s gain formula illustrating the 

characteristics of the proposed converter. 

5. Reduced order modelling 

There are several algorithms proposed for order reduction of 

the system by retaining the characteristics of the system like 

Pade approximation, pole-clustering etc. In this section, pole 

clustering is applied to reduce the four orders to two order 

system and the steps involved in the algorithm are elaborated 

in detail. There are 2 steps in model reduction in the method 

proposed. 

5.1. Generalized algorithm of pole clustering technique 

Pole clustering technique is used to obtain the reduced order 

of the denominator polynomial [36]. From the given higher 

order denominator polynomial calculates the ‘n’ number of 

poles. The reduced system order is equal to the number of 

cluster centres. Pole distribution is made in such a way that the 

cluster centre has no repetition of poles. At least one pole 

should be distributed to each of the cluster center. The 

maximum number of poles distributed to each of the cluster 

centers is not limited. Let the available number of poles in the 

cluster center be ‘K’. P1, P2, P3 -----PK  are the poles. The poles 

are arranged in such a manner that|𝑃1| < |𝑃2| < |𝑃3| − − −
− − |𝑃𝐾|. 

Using the procedure below the reduced order system cluster 

center can be found. 

Procedure: 

1. Let the total number of poles be K, such that|𝑃1| <
|𝑃2| < |𝑃3| − − − − − |𝑃𝐾|. 

2. X=1 is set. 

3. The pole cluster is given as 

𝐶𝑋 = [(−
1

|𝑃1|
+ ∑

−1

|𝑃𝑖−𝑃1|

𝐾
𝑖=2 ) ÷ 𝐾]

−1

          (3)                                  

4. Check whether X=K, if X=K, then stop process and 

the cluster centre finally is CE=CX. Else proceed to 

next step. 

5. Set X=X+1 

6. The cluster centre improved value is 

 𝐶𝑋 = [(−
1

|𝑃1|
+

−1

𝐶𝑋
) ÷ 2]

−1

              (4)

   

7. Check whether X=K. If yes, then CE=CX else move 

to step 5. 

Let the ‘n’ order original higher order discrete time system 

transfer function be 

𝐺(𝑆) =
𝑁(𝑆)

𝐷(𝑆)
=

𝑄0+𝑄1𝑆+𝑄2𝑆2+−−−−−−−+𝑄𝑒𝑆𝑒

𝑃0+𝑃1𝑆+𝑃2𝑆2+ −−−−−−−+𝑃𝑣𝑆𝑣                       (5) 

Where e≤v. 

 

 

Fig. 7. Improved pole clustering procedure 
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Step-1: - Determination of denominator polynomial 

reduced order using an improved pole clustering 

technique [36]. 

Let the form of single input single output time variant linear 

system higher order transfer function be 

𝐺(𝑆) =
𝑈0+𝑈1𝑆+𝑈2𝑆2+−−−−−−−+𝑈𝐻−1𝑆𝐻−1+𝑈𝐻𝑆𝐻

𝑉0+𝑉1𝑆+𝑉2𝑆2+ −−−−−−−+𝑉𝑊−1𝑆𝑊−1+𝑉𝑊𝑆𝑊           (6)                                                               

Where H≤W, and G(S) is, 

𝐺(𝑆) =
∑ 𝑈𝑗𝑆𝑗𝑚

𝑗=0

∑ 𝑉𝑗𝑆𝑗𝑛
𝑗=0

=
𝑁(𝑆)

𝐷(𝑆)
                         (7) 

The reduced order correspondingly should be in the form of  

𝐺𝑅(𝑆) =
𝐴0+𝐴1𝑆+𝐴2𝑆2+−−−−−−−+𝐴𝑞−1𝑆𝑞−1+𝐴𝑞𝑆𝑞

𝐵0+𝐵1𝑆+𝐵2𝑆2+ −−−−−−−+𝐵𝑟−1𝑆𝑟−1+𝐵𝑟𝑆𝑟             (8) 

Where q≤r 

 𝐺𝑅(𝑆) =
∑ 𝐴𝑖𝑆𝑖𝑞

𝑖=0

∑ 𝐵𝑖𝑆𝑖𝑟
𝐼=0

=
𝑁𝑅(𝑆)

𝐷𝑅(𝑆)
 

For the same inputs, the responses of the reduced model 

approximate the original system important characteristics 

closely. The following three cases are considered for 

calculating the cluster centre values. On considering the 

following three cases, the cluster centres can be calculated. 

 Case-1:- All real denominators poles: 

The denominator polynomial of reduced order can be 

obtained as, 

𝐷𝑅(𝑆) = (𝑆 + 𝐶𝐸1)(𝑆 + 𝐶𝐸2) … . . (𝑆 + 𝐶𝐸𝑟)                 (9) 

The improved cluster values are  𝐶𝐸1, 𝐶𝐸2 … … 𝐶𝐸𝑟  of the order 

‘r’. 

Case-2: - Complex poles: 

In a Xth cluster, let there be ‘g’ pair of complex conjugate poles 

as,  

[(𝛼1 ± 𝑗𝛽1), (𝛼2 ± 𝑗𝛽2), (𝛼3 ± 𝑗𝛽3), … . . (𝛼𝑔 ± 𝑗𝛽𝑔)]      (10)                                                

Where (g=K/2) and |𝛼1| < |𝛼2| < |𝛼3| … … |𝛼𝑔|. 

To obtain improved clusters respectively, algorithm proposed 

is applied individually for the imaginary and real parts.  

The form of the improved cluster center is  

𝜓𝑗 = 𝛾𝑗 ± 𝑗𝜆𝑗                          (11) 

γj and λj are the values of improved pole cluster respectively 

for the real and imaginary parts. The denominator polynomial 

obtained correspondingly is  

𝐷𝑅(𝑆) = (𝑆 + |𝜑1|)(𝑆 + ⌊𝜑2⌋) … … (𝑆 + ⌊𝜑𝑗⌋)             (12)                                                          

Where j=r 

When a reduced model with odd order is required, the ‘r’ value 

is to be an odd number. 

Case – 3:- If poles are both real and complex in nature: 

The improved clustering algorithm is applied separately for 

complex and real poles to obtain cluster centers. Then the 

denominator polynomial of reduced order is obtained by 

combining the complex and real improved cluster poles 

together. 

Step – 2:- Determination of Reduced-order numerator 

polynomial  

The general form of transfer function of the system with 

reduced order is equated to the general form of transfer 

function of the higher order systems given. The coefficients of 

the reduced order system are obtained utilizing the step-1. 

ℎ0+ℎ1𝑆+ℎ2𝑆2+⋯+ℎ𝑝−1𝑆𝑝−1+ℎ𝑝𝑆𝑝

𝑙0+𝑙1𝑆+𝑙2𝑆2+⋯…………..+𝑙𝑦−1𝑆𝑦−1+𝑙𝑦𝑆𝑦            (13)                           

𝑤0+𝑤1𝑆+𝑤2𝑆2±⋯……+𝑤𝑛−1𝑆𝑛−1+𝑤𝑛𝑆𝑛

𝑡0+𝑡1𝑆+𝑡2𝑆2+⋯…………+𝑡𝑚−1𝑆𝑚−1+𝑡𝑚𝑆𝑚          (14)                                                                                     

On comparing both sides power ‘S’ and cross multiplying the 

equation above, the following equations are obtained. 

ℎ0𝑡0 = 𝑙0𝑤0                                                                     

ℎ0𝑡1 + ℎ1𝑡0 = 𝑙0𝑤1 + 𝑙1𝑤0            

ℎ0𝑡2 + ℎ1𝑡1 + ℎ2𝑡0 = 𝑙0𝑤2 + 𝑙1𝑤1 + 𝑙2𝑤2   

. 

. 

.     
ℎ𝑝𝑡𝑚 = 𝑙𝑦𝑤𝑛                 (15) 
The coefficients w0,w1,w2,……wn can be found by solving the 

above equations. The form of the numerator polynomial of the 

reduced order system is as follows.  

𝑁𝑅(𝑆) = 𝑡0 + 𝑡1𝑆 + 𝑡2𝑆2 + ⋯ + 𝑡𝑚−1𝑆𝑚−1 + 𝑡𝑚𝑆𝑚              (14)                         

5.2. Application of Pole clustering to HGSIC converter  

The specification chosen to carry out this study is presented 

in Table 4. 

Table 4. Specification and parameters of HGSIC converter 

P=100W IL0=I0=1.3A 

Vg=12V L1=L2=10µH 

VO=72V C=6 µF 

RO=52Ω C0=10 µF 

IO=1.38A L0=100 µH 

D=0.5 IL0=I0=1.3A 

The transfer function is obtained as, 

𝐺(𝑆) =
𝑉0(𝑆)

𝑉𝑔(𝑆)
=

3.75∗1014

𝑆4+1.9∗103𝑆3+3.1∗109𝑆2+2.1∗1012𝑆+4.17∗1017.(16) 

The poles of the denominator polynomial of higher-order 

dimensional HGSIC converter are,  

S=-324.6±j11868.36 and -635.33±54385.73                   (17) 
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On application of pole clustering improved method, the 

cluster poles of reduced-order converter are obtained as, 

ψ1= -320.28 + j15784.81 

ψ2= -320.28 – j15784.81 

The reduced order transfer function is obtained as, 

𝐺𝑅(𝑆) =
𝑁𝑅(𝑆)

𝐷𝑅(𝑆)
=

226.87∗103

𝑆2+659.38𝑆+252.28∗106                      (18) 

 

(a) 

 

(b) 

 
(c) 

Fig. 8. Dynamic responses of full-order and reduced-order 

converter (a) Bode plot (b) Pole-zero map (c) Step response 

 

Finally, to validate the accuracy of reduced-order modelling 

technique with power converter, time-domain and frequency-

domain responses are obtained and presented in Fig 8. Fig 8 

(a) and (b) presents the comparison of bode and pole-zero of 

original and reduced-order model. Similarly, the time-domain 

response is also obtained and it is depicted in Fig 8 (c).  

6.  Voltage gain and Efficiency analysis 

6.1 Voltage gain comparison 

Last decade several high gain topologies are reported in the 

literature [32-41]. In this section, the voltage gain of the 

HGSIC converter is compared with the topologies in [32-35]. 

From this comparative study, it is noted that the proposed 

topology’s voltage gain is high compared to other topologies 

[32-35] for the duty cycle 0.2-0.8. Fig 9 depicts the 

comparative study carried out on HGSIC converter. 

 

Fig. 9. Comparison of voltage gain versus Duty cycle, D 

6.2 Efficiency analysis 

The efficiency of the converter is determined by calculating 

the losses across the components of HGSIC converter. 

 

Fig. 10. Loss equations of components in HGSIC converter 
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Fig. 10 shows the equations for loss analysis of the HGSIC 

converter. The internal resistance of the switch is RDS(ON). The 

forward voltage drop of diode is VF and the forward resistance 

is RF. By determining the losses across these components, the 

efficiency of the converter is determined.  

7. Results and discussion 

From Fig 8 (c), it is well-known that both the time-responses 

are closely matching and it evidences the application of pole 

clustering techniques to high gain dc-dc converters. As shown 

in Fig 9, the voltage gain of the converter is compared and it 

is noted that the converter has high gain compared to 

topologies taken for the comparison. It is also observed that 

this technique is more easier and less computing compared 

other techniques because it can be computed with any 

software. In this article, entire analysis is carried out with 

Matlab software.  

From this study, it is experiential that pole clustering 

technique is more suitable for power converters in 

mathematical modelling. It is also prominent that this 

technique will definitely ease the mathematical modelling of 

power converters for dynamic study and to design the 

controller for closed-loop operation. 

 

Fig. 11. Loss equations of components in HGSIC converter 

Fig 11 shows the comparison between the full order and 

reduced order transfer function of the converter and the 

validation of pole clustering technique. Further, the applied 

technique is proved by presenting Table 5 which depicts the 

time domain parameters obtained from both full order and 

reduced order transfer functions of HGSIC converter.  

Table 5. Time domain parameters Full order and reduced 

order HGSIC converter 

System Peak 

response 

Settling 

time (Sec) 

Rise time 

(sec) 

Full order 95 % 0.012 7.0e-5 

Reduced 

order 

94 % 0.0117 6.7e-5 

8. Experimental results 

A 50 W prototype is tested for validating the performance of 

the topology. Fig 12 present the test results and photograph of 

the hardware setup. Fig 12 (a) present the input voltage of 12 

V. The duty cycle is 0.35 and the gain of the converter is 3.53 

times of the input voltage. The output voltage of 42 V as 

pulses is presented in Fig 12 (b). Fig 12 (c) depicts the gate 

pulse from driver circuit which validates the 35 % duty cycle.  

Fig 12 (d) and (e) present the switch and diode voltage to 

validate the steady-state performance of the converter. Finally, 

the photograph of the laboratory prototype tested is presented 

in Fig 12 (f) along with digital storage oscilloscope taken for 

the output measurement. The gain of the converter is increased 

by increasing the number of switched inductor/ switched 

capacitor cell and without enhancing the duty cycle, D. This 

will reduce the power density of the converter. This proposed 

topology can be integrated with fuel cell powered source and 

it is more suitable because the input current is continuous and 

ripple-free. 

      
(a)      

 
(b)    

 

 
(c)                                                     
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(d)                                                     

 

 
(e) 

  

(f) 

Fig. 12. Test results (a) Input voltage (b) Output voltage (c) 

Gate pulse (d) Switch voltage (e) Diode voltage (f) 

Photograph of HGSIC converter 

9. Conclusion 

HGSIC converter is tested and validated  for the generation of 

high voltage gain and it is also observed that it can produce 

high voltage pulse. To perform the dynamic study, transfer 

function of the HGSIC converter is derived using switching 

flow graph modeling technique which is observed to be ease 

in computation compared to state space-averaging. Further-

more, to reduce the complexity in the design of controller, 

order reduction of the transfer function is performed with 

improved pole-clustering technique. The application of this 

technique to higher dimensional power converter is validated 

by obtaining the frequency and time-domain responses from 

MATLAB for HGSIC converter. A comparative study is 

performed with 4th and 2nd transfer function of the chosen 

converter. The results show that the improved pole-clustering 

technique is well suited for the suggested HGSIC converter. 

The validation of pole clustering technique is done and it is 

observed that the time domain parameters are closely 

matching. For example, the peak overshoot of full order and 

reduced order transfer function is 95 and 94 % respectively.   

The voltage gain of the converter is compared with the similar 

topology in the literature and it is observed that the converter 

gives a gain of 14 for 0.7 duty cycle wheras other topologies 

produce the voltage gain of ≤ 10. Finally, a 50 W prototype is 

developed to validate the steady-state performance of HGSIC 

converter. As a future scope, a fault-tolerant topology with 

redundant switch and output capacitor can be proposed which 

will increase the reliability of the system. The reliability of the 

converter can be studied by determining the failure rate of the 

components in the converter. This analysis can be carried out 

using Military Handbook-217. If the topology is reconfigured 

with the fault-tolerant structure, the reliability of the system 

will be improved and which in turn reduces the replacement 

cost of the converter. Derivation of fault-tolerant structure 

with reliability study is considered as future scope of this 

work. 
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